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Forecasts of climate change are inevitably uncertain. It is there-
fore essential to quantify the risk of signi®cant departures from
the predicted response to a given emission scenario. Previous
analyses of this risk have been based either on expert opinion1,
perturbation analysis of simpli®ed climate models2±5 or the
comparison of predictions from general circulation models6.
Recent observed changes that appear to be attributable to
human in¯uence7±12 provide a powerful constraint on the uncer-
tainties in multi-decadal forecasts. Here we assess the range of
warming rates over the coming 50 years that are consistent with
the observed near-surface temperature record as well as with the
overall patterns of response predicted by several general circula-
tion models. We expect global mean temperatures in the decade
2036±46 to be 1±2.5 K warmer than in pre-industrial times under
a `business as usual' emission scenario. This range is relatively
robust to errors in the models' climate sensitivity, rate of oceanic
heat uptake or global response to sulphate aerosols as long as
these errors are persistent over time. Substantial changes in the
current balance of greenhouse warming and sulphate aerosol
cooling would, however, increase the uncertainty. Unlike 50-year
warming rates, the ®nal equilibrium warming after the atmos-
pheric composition stabilizes remains very uncertain, despite the
evidence provided by the emerging signal.

Many attempts have been made to forecast the response of the
climate system to anthropogenic changes in atmospheric composi-
tion. For example, the ®rst ®ve squares in Fig. 1 (from left to right)
show predicted global mean temperature in the decade 2036±46
relative to the pre-industrial (control) climate for four atmosphere±
ocean general circulation models (A±OGCMs)12±15 all driven with
approximately the same scenario (IS92a, ref. 16) of greenhouse gas
and sulphate aerosol (GS) concentrations. (The fourth square is
from a model that includes the effects of indirect sulphate and
tropospheric ozone concentrations14.)

A basic problem with all such predictions to date has been the
dif®culty of providing any systematic estimate of uncertainty.
Predictions in Fig. 1 range from 1.1 to 2.3 K, but translating inter-
model spread into an objective uncertainty range is problematic
because these models do not necessarily span the full range of
known climate system behaviour. Their climate sensitivities (equi-
librium warming on doubling carbon dioxide), for example, all lie
in the range 2.5±3.5 K: a smaller range than even the most
optimistic current estimate of uncertainty in this parameter.
Other A±OGCMs exist with sensitivities outside this range, but a
probabilistic interpretation of the spread of `current' predictions is
inevitably subjective.

An alternative approach is illustrated by the heavy solid line in
Fig. 2. This shows how the predicted warming by 2036±46 under the
IS92a GS scenario varies with the simulated rate of anthropogenic

warming over the twentieth century as we vary the prescribed
climate sensitivity in a simple climate model2. The plot is close to
a straight line through zero, indicating a simple linear relationship
between the amplitude of the signal observed to date and the size of
mid-twenty-®rst-century warming. Almost the same relationship
emerges if we assume a different rate of oceanic heat uptake17 (heavy
dotted line). Thus, if the range of twentieth-century warming trends
attributable to anthropogenic in¯uence were 0.25±0.5 K per cen-
tury, this model suggests that the uncertainty range in 2040s
temperatures would be 1±2 K, irrespective of the accuracy of the
model's climate sensitivity or rate of oceanic heat uptake.

In contrast, the relationship between the observed signal and the
equilibrium climate sensitivity is both nonlinear and dependent on
the assumed rate of oceanic heat uptake. A range in recent anthro-
pogenic warming rates of 0.25±0.5 K per century would translate
into an uncertainty in sensitivity of 1.5±4 K if we assume the faster
rate of oceanic heat uptake (thin dotted line in Fig. 2, right-hand
scale). With the slower rate (thin solid line), no useful upper bound
could be placed on the climate sensitivity on the basis of twentieth-
century temperature trends. Thus we cannot estimate climate
sensitivity from recent observed surface temperature trends without
an independent estimate of the rate of oceanic response2,5,17. Even if
this response time were known, if it turns out be towards the slower
end of the current uncertainty range, then it may still be impossible
to provide a useful upper bound on climate sensitivity on the basis
of recent trends.

We expect similar relationships to those in Fig. 2 to hold in more
complex systems, provided both the strength of atmospheric feed-
backs and the rate of oceanic heat uptake do not change in response
to perturbations of this magnitude. The fact that most A±OGCMs
give an almost linear response to a linear increase in radiative
forcing6 provides support for this assumption, but direct perturba-
tion analysis of more complex models with realistic forcing trajec-
tories is required to explore fully its validity18.

Considering only the transient response, the problem now
becomes: what fraction of the recent observed warming should be
attributed to anthropogenic in¯uence? Climate change detection
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Figure 1 Predicted anthropogenic warming by about 2040 under the IS92a scenario

before and after reconciling model simulations with the recent climate record. Squares,

temperature change relative to pre-industrial (control) climate in a range of climate

models for the decade 2036±46 under the IS92a scenario of greenhouse gas and

sulphate (GS) forcing (greenhouse gas only in sixth case, G). Diamonds, scaled

temperature change after reconciling model-simulated large-scale patterns of near-

surface temperature anomalies (taken about the 1896±1996 mean) over the ®ve

decades 1946±96 with the corresponding observed signal using an optimal ®ngerprint

algorithm. First six cases, scaling single GS or G simulation; seventh case, net

anthropogenic warming estimating greenhouse gas and sulphate responses

independently; eighth case, net anthropogenic warming estimating greenhouse gas,

sulphate and natural (combined solar and volcanic) signals independently, assuming no

naturally forced change after 1996. Vertical bars, uncertainty in the scaled response

based on uncertainty in the scaling factor(s) required to reconcile the models with

observed changes.
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techniques19,20 provide an estimate of this fraction or, more speci-
®cally, an estimate of the factor by which we have to scale a model-
simulated trajectory to match the magnitude of the observed
anthropogenic signal20, together with an objective estimate of the
corresponding range of uncertainty.

The ®rst ®ve diamonds in Fig. 1 show the various models'
predictions for total warming by 2036±46 under the IS92a GS
scenario after scaling their respective trajectories to match the
amplitude of observed near-surface temperature anomalies (relative
to the 1896±1996 mean) over the 1946±96 period. By the mid-
twenty-®rst century, sampling uncertainty in the raw model pre-
dictions is small relative to the climate change signal, particularly if
ensemble simulations are available. Thus a factor-of-two uncer-
tainty in the scaling required on the model-simulated twentieth-
century response translates into a factor-of-two uncertainty in the
scaled prediction.

Rather than simply using temperature trends as a measure of the
strength of the observed signal, we use a full spatio-temporal
`̀ ®ngerprint''19 of the various responses11,21. This provides an `̀ opti-
mal estimate''10 of the scaling required to match the amplitude of the
observed signal20, minimizing uncertainty due to internal climate
variability. Application of this scaling improves inter-model con-
sistency, with predictions from un-responsive models being scaled
up and predictions from highly responsive models scaled down. The
GFDL model prediction remains higher than the others, implying
that the A±OGCMs are diverging by more than we would expect if
they were simply providing scaled versions of the same underlying
trajectory. The further we predict into the future, the greater this
divergence is likely to be, so our approach is only valid over
timescales up to the length of the observational record used.
Estimated uncertainties in the amplitude of the scaled response,
based on the individual models' estimates of internal climate
variability, are shown by the vertical bars.

To show what happens if an important process is omitted, the
sixth square in Fig. 1 shows the predicted warming by 2036±46 from
the HadCM2 model forced with rising greenhouse gases alone. The

raw prediction is over half a degree warmer than the same model
under GS forcing, but the ®ngerprint analysis suggests that this
model trajectory would need to be scaled down signi®cantly to be
consistent with recent observations. After such scaling, the resulting
best-guess and uncertainty range is in better agreement with the GS
simulations. This point is important because other processes may
also have been omitted from all the GS simulations. Provided these
processes have a proportionally similar impact on the signal
observed to date as on early twenty-®rst-century warming (as
would be the case for an atmospheric feedback that scales approxi-
mately linearly with the surface temperature change), their omis-
sion from the models would not affect the estimated scaled
prediction.

Errors which only show themselves in the future, such as a failure
to represent a sudden shut-down in the thermohaline circulation,
would not be accounted for in this analysis. Most currently
simulated circulation changes seem to be relatively gradual over
the timescales of interest22, but the possibility of sudden nonlinear
climate change limits the forecast lead time over which this
approach can be pursued. The assumption that the spatio-temporal
patterns of response are independent of the response amplitude
appears to be acceptable for large-scale surface temperature
changes8, but it would not be valid for changes in precipitation23

or atmospheric circulation24, or for cases in which the forcing
changes abruptly over the period of interest.

Another assumption underlying the ®rst ®ve bars in Fig. 1 is that
the relative amplitude of the responses to greenhouse gases and to
sulphate aerosols is as simulated in these GS experiments, so the
combined response can be represented in each case by a single
spatio-temporal pattern. Given the considerable uncertainty in the
sulphate forcing and response, this is dif®cult to justify. For the
HadCM2 climate model, we have separate multi-member ensemble
simulations of the greenhouse-gas-only (G) and the GS response.
The ®ngerprinting approach allows separate estimates of the ampli-
tude of both the greenhouse and sulphate signals in the observa-
tions, together with their joint uncertainty range9,19,20. By scaling
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Figure 2 Transfer functions relating past and future climate change in a simple climate

model. Heavy solid line, left-hand scale: relationship between simulated global mean

temperature trends over the period 1896±1996 and the predicted total anthropogenic

warming by the decade 2036±46, obtained by varying the climate sensitivity in a simple

climate model2 under IS92a greenhouse and sulphate forcing. Heavy dotted line,

relationship obtained assuming a different rate of oceanic heat uptake (effective vertical

diffusivity of 0.25 m2 s-1 versus 2.0 m2 s-1 in the base case). Light solid and dotted

curves, right hand scale: corresponding relationships between simulated 1896±1996

temperature trends and equilibrium climate sensitivity.
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Figure 3 Global temperatures under IS92a consistent with the recent climate record. This

®gure shows simulation and forecast of decadal global mean temperatures relative to pre-

industrial (control) values as predicted by HadCM2 under the IS92a GS scenario. Solid

line, mean of original 4-member ensemble simulation. Dashed line, after scaling the

model-simulated spatio-temporal patterns of response to greenhouse gas and sulphate

forcing individually to give the best combined ®t to the observations over the 1946±96

period. Shaded band, 5±95% con®dence interval on scaled response. Diamonds,

observed decadal global mean temperatures (anomalies about the 1896±1996 mean,

added for display to the corresponding mean of the GS ensemble); vertical bars, 62 s.d.

of decadal mean temperatures from HadCM2 control.
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their individual contributions to model-predicted future warming
accordingly, we arrive at an uncertainty estimate which does not
depend on the amplitude of the model-simulated response to either
forcing agent.

The seventh bar in Fig. 1 shows the resulting range of uncertainty
in the HadCM2 prediction for 2036±46, while Fig. 3 shows how this
uncertainty range evolves over time. The solid line shows the
original model prediction; the dashed line and shaded band show
the median and 5±95% uncertainty range after scaling the simu-
lated greenhouse and sulphate signals to match observed large-scale
temperatures over the 1946±96 period. The observed spatially-
averaged global mean temperatures of the ®ve decades 1946±1996
are shown (diamonds) for illustration only: scaling factors are
estimated from the full spatio-temporal pattern of temperature
change. The ®gure shows the range of uncertainty in the underlying
anthropogenic trend: superimposed on this would be uncertainty
due to internal variability, indicated by the vertical bars on the
observations, and due to other forcing agents.

Estimating separately the amplitudes of greenhouse and sulphate
signals does not appear to increase forecast uncertainty: the ®rst and
seventh bars in Fig. 1 are almost identical. The reason is that the
combination of greenhouse warming and sulphate cooling pre-
dicted under the IS92a emissions scenario happens to be particu-
larly well constrained by the observed signal at the global level. This
is shown in Fig. 4, which focuses on warming over the coming 50
years rather than warming relative to pre-industrial times as shown
in Figs 1±3. The dotted contours show how projected warming over
the ®ve decades to 2046 depends on the scaling factors applied to the
model-simulated greenhouse and sulphate signals. The raw model
prediction is a greenhouse warming of 1.35 K and a sulphate cooling
of 0.35 K over this period, giving a net warming of 1 K assuming
both scaling factors are unity (the square). If we scale the sulphate
signal up or down by a factor of 1.35/0.35 faster than we scale the

greenhouse signal (that is, moving along an isoline of future
warming), the net warming 1996±2046 is unchanged.

The cross and shaded region show the best guess and joint 90%
uncertainty range on the scaling factors required on the model-
simulated greenhouse and sulphate response-patterns to reproduce
observed temperatures over the 1946±96 period. The uncertainty
range is strongly tilted, meaning the model could over- (or under-)
estimate the magnitude of recent greenhouse warming and still be
consistent with the observed signal provided it also over- (under-)
estimates the magnitude of sulphate cooling. The principal axis of
the uncertainty region is close to parallel to the isolines of future
warming, so uncertainty in predicted 50-year warming under the
IS92a scenario is relatively low (the best-guess of 0.9 K and the 5±
95% range of 0.55±1.2 K are shown by the diamond and the solid
bar).

Any reduction in future sulphate cooling not only increases the
best-guess net future warming, but it also substantially increases the
uncertainty range consistent with current observations. The reason
is that the two-dimensional con®dence region would no longer be
so well aligned with the isolines of predicted warming. For example,
if the predicted 0.35 K cooling due to sulphates over the 1996±2046
period is eliminated altogether (making the contours in Fig. 4
vertical), the best-guess net warming over this period increases by
0.2 K, or about 20% (less than 0.35 K because the best-guess scaling
on the sulphate signal in Fig. 4 is 0.6), whereas the upper bound on
the 5±95% range increases by almost 50% to 1.7 K. This would also
be the case for other factors, such as stratospheric ozone depletion,
whose in¯uence on climate is less easy to detect than the agents
considered here20, but in which trends are also expected to reverse
over the next few years.

Thus far, we have assumed that the observed record consists only
of anthropogenic signals and internal variability. Although this
assumption is consistent with the available data11,20,25, we have
reason to expect that natural external factors have also affected
temperatures over the twentieth century10,11,26. If we include the
combined response (as estimated by HadCM211) to solar variability
and volcanic aerosols in a three-way ®ngerprint analysis21, the
uncertainty range in projected anthropogenic warming (eighth
bar in Fig. 1) is almost unchanged. This is because the inclusion
of this estimate of the natural signal does not have a detectable
impact on the estimated amplitude of the anthropogenic signal (the
use of decadal mean data minimizes the impact of individual
volcanic eruptions and the 11-year solar cycle). Nevertheless,
uncertainty in the fraction of recent warming attributable to natural
versus anthropogenic in¯uences, together with uncertainty in
future natural forcing, remain important caveats.

We have focused on uncertainty in the climate system's response
to a given pro®le of future greenhouse gas concentrations: uncer-
tainty in other sources and sinks27 and in future emissions28 are also
important. For example, the spread of responses by 2046 of a single
climate model to the full range of scenarios considered by the IPCC
Special Report on Emissions Scenarios (SRES)28 is almost as large as
the uncertainty in the response to a single scenario shown in Fig. 3.
Not all of the SRES emissions scenarios, however, are based on
explicit social and economic models29, so it remains debatable
whether uncertainty in future emissions is yet comparable to
uncertainty in the response. Nevertheless, a quantitative assessment
of the range of possible responses to a given emission path will
increasingly be required to replace the best-guess projections
hitherto provided by A±OGCMs. The approach described here
provides a means of incorporating information on observed climate
change into these ranges, until full-scale ensemble climate predic-
tion systems become available18. A 5±95% range of 1±2.5 K above
pre-industrial values by the 2040s under the IS92a scenario repre-
sents a ®rst assessment, subject to various assumptions. We can
expect this range to increase as these assumptions are relaxed in
future work, but we can also expect it to be reduced if the observed
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Figure 4 Forecast anthropogenic warming 1996 to 2046 under IS92a. Dotted contours,

isolines of global mean warming (in K) between the decade 1986±96 and the decade

2036±46 as a function of the scaling factors applied to the raw HadCM2 prediction of a

1 K warming (square). Cross and shaded region, best-guess and joint 90% con®dence

region on estimated scaling factors required to reproduce observed large-scale near-

surface temperatures over the 1946±96 period using response-patterns simulated by

HadCM2. Diamond and solid error bar, best-guess and 5±95% range on forecast

warming (read off from the contours) obtained by a probability-weighted sum of

`allowed' scaling factors along the isolines of future warming. The error bar is

superimposed on the raw prediction (square) for comparison with Fig. 1: provided the

diamond and cross lie on the same isoline of future warming, its location is otherwise

arbitrary.
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climate change signal continues to strengthen over the next few
years. M

Methods
HadCM2-GS16 and GFDL-GS15 simulations are based on 4- and 5-member ensembles
respectively forced with observed greenhouse gas and parametrized direct sulphate forcing
to 1990 followed by 1% yr-1 compound increase in CO2 (close to the IS92a scenario in
terms of radiative forcing23) and IS92a projected sulphate loadings. ECHAM3-GS two-
member ensemble13 and ECHAM4-GS single simulation14 are both based on observations
followed by IS92a; the ECHAM4-GS1 single stimulation includes the impact of indirect
sulphate forcing and tropospheric ozone changes. Model±observation comparison is
based on decadal mean near-surface temperatures over the period 1946±96. Data are
expressed as departures from the 1896±1996 mean, exploiting the fact that recent decades
have been generally warmer than the preceding half-century without attempting to ®t the
details of surface temperature changes in poorly-sampled earlier decades. Ensemble
members and 100-year segments of the control were masked with the pattern of missing
data in the observations before computing means and anomalies, ®ltered to retain only
scales greater than 5,000 km (refs 11, 30) and projected onto the 10 leading modes of
internal spatio-temporal variability of the individual model control simulations
(ECHAM3 control used for ECHAM4). Scaling factors (diamond/square ratios in Fig. 3)
are estimated using standard optimal ®ngerprinting19 modi®ed to account for the presence
of sampling noise in model-simulated signals31,32. Uncertainty estimates re¯ect uncertainty
in scaling factors given interdecadal variability in the individual model control simula-
tions (HadCM2: 1,700 years, ECHAM3: 1,900 years, GFDL: 1,000 years). In each case the
®rst half of the control was used to de®ne the detection space and for optimization, the
second for uncertainty analysis.
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Although aluminium is the ®fth most abundant element in the
Earth's mantle, its effect on the physical properties of perovskite,
the main mineral phase in the lower mantle, has largely been
ignored. It is becoming clear, however, that many properties of
MgSiO3 perovskites are remarkably sensitive to small amounts of
aluminium1±4. In particular, perovskite with only 5 wt% Al2O3 has
a bulk modulus 10% lower than that of the pure magnesian end-
member12. The increased compressibility may be due to the high
concentrations of oxygen vacancies required to balance the charge
of the aluminium5; if so, this would have important consequences
for the mantle, as aluminous perovskites could be weaker, have
lower seismic velocities and be hosts for water. To test whether
oxygen vacancies exist in aluminous perovskites, I have calculated
the compressibility of end-member defect-bearing perovskites
using ab initio methods. The results show that perovskites with
oxygen vacancies do have signi®cantly greater compressibilities
than those without such vacancies. But the results also suggest
that oxygen vacancies become unfavourable at high pressures, in
which case only the physical properties of the shallow lower
mantle would be affected by aluminiumÐwith the deeper
mantle retaining properties similar to those of aluminium-free
perovskite.

Two substitution mechanisms have been proposed for the incor-
poration of Al3+ into MgSiO3 perovskite. The ®rst is the coupled
substitution 2Al3� ! AÇMg � Al9Si (ref. 6) where aluminium enters
both cation sites (the M site normally occupied by 2+ cations, and
the octahedral site normally occupied by silicon) and does not
require the creation of vacancies for charge balance. (Here theÇand 9
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